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Who are we…? 

■  In the US… a DVD-by-mail / Internet Streaming 
Content Provider 

■  Outside US… an Internet Streaming Content Provider 

■  Service regions (as of now): 
 USA, Canada, Mexico, LatAm, UK/IE, Nordics, 
 France, Germany, Switzerland, Austria, 
 Belgium, Luxembourg 
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Netflix for Net Nerds 

■  One of the largest sources of traffic on the Internet 
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In-house CDN 

3rd party CDNs phased out 2-3 months ago  
 
■  100% of Netflix is now on Openconnect AS2906 

■  Openconnect is IPv6 enabled 
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How to connect to NFLX CDN 

3 ways to get direct access to Netflix 
[in order increasing traffic volume] 

■  BGP session at a public IX 
■  Dedicated PNI between NFLX and ISP 
■  Embedded appliance 

■  Further details: http://netflix.com/openconnect 
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‘Flash’ Servers 

■  SSD storage 

■  40G NIC – can serve over 
30Gbits/s per server 

■  14 x 960G SSDs -  
   13.4TB in 1U 

■  30 servers per rack 

TOTAL: 400TB SSD / >900 
Gbits/s per rack 
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‘Spinning Disk’ Servers 

■  Traditional Hard Disks 

■  2 x 10G NICs (LACP) – can serve 
~14G 

■  36 x 6TB HDs per 4U server – 
216TB 

■  10 servers per rack 

TOTAL: 130 Gbits/s / 2.16PB 
storage per rack 
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Network Gear 

■  Mixture of Arista, Cisco 
ASR9K and Juniper MX 

Arista: 
■  36 x 40G ports 
■ 1.44 Tbits/s per slot 

■  Limited FIB – Use  Cisco / 
Juniper boxes for ‘long tail 
prefixes’ 
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IPv6 – Technical Status 

■  All content on Netflix’s Openconnect CDN is capable of being 
served over IPv6 

■  All Servers have v4 / v6 addresses 

■  All IX / PNI connectivity is dual-stacked – v4 / v6 

■  AWS hosted layer is IPv6 enabled 

■  Caveats… 
 - Box-Art on 3rd party CDN 
 - Not yet 100% client support – dev/test pending 
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CDN Topology 
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Site Logical Overview 
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Cloud ‘magic’ 

■  All BGP routes sent to CCS – v4 and v6 

■  CCS has centralised real-time overview of BGP within 
its region (US / EU) 

■  BGP data in CCS used for user site selection 

■  2 CCS regions – US/LATAM and Europe 



© 2014 Netflix Inc. 

Getting your Netflix over IPv6  

As long as there is:  
1.   IPv6 path between host !" OCA 
2.   IPv6 path between host !" AWS 
3.   NFLX client supports v6 – not 100% do 

...the stream will attempt to be served over IPv6. 
 
This means… 
 
As long as the host can resolve the AAAA for the OCA URL, it 
should attempt HTTP over v6 first. 
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BGP signaling for IPv6 

■  Please announce your IPv6 prefixes over your IPv6 
peering 

■  CCS will use IPv6 prefixes in the path selection algorithm 
in the same way as IPv4 ones 

■  Announcing to IX or Embedded servers works the same 
way, though embedded v4 may be preferred over IX v6. 
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Summary 

■  Netflix is IPv6 ready – v4 and v6 work the same way 

■  Once enabled fully, LOTS of traffic will be native IPv6 

■  Lack of IPv6 on major CE devices is an ongoing 
issue – this will improve as time goes on. 
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Questions? 


