Containers and IPv6
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* From Docker 1.5 IPv6 is supported

* |Pv6 desirable to avoid port forwarding

* One deployment scenario sees containers used for short lived jobs and
destroyed — very high number of containers over time

* Configuration highly static
 Multiple ways to configure IP prefixes:
* Assign new /64 prefix to Docker
e Assign longer prefix from /64 assigned to host
* Use addresses from the host subnet with NDP proxy

* Limited operational experience to understand which are best
deployment scenarios

Assign prefix to Docker for use by containers
docker -d --ipv6e —-fixed-cidr-v6="2001:db8:1::/64"

Configure proxy for NDP

sysctl net.ipvo.conf.ethO.proxy ndp=1
1p -6 neigh add proxy 2001:db8::abcd dev ethO



IPv4 —> IPv6 flows for containers desirable

Highly orchestrated create/destroy lifecycle
Only some containers require public communication
SIIT-DC suitable solution (draft-ietf-veops-siit-dc-03)

Add dynamic creation of SIIT-DC entries by
* DNS lookup for AAAA record referring to container
e SIIT-DC translation entry removed when container destroyed or at
TTL of AAAA
Or
* Flagged as required in container configuration
e SIIT-DC translation entry removed when container destroyed
* Needs cost model otherwise every container owner sets “public”
flag “just in case”



