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• What we wanted to achieve 
• Roll out IPv6 to our customers without spending money
• Win some awards!
• IPv4 is expensive…

• We’d rather spend money on putting fibre in the ground. 
• First step towards an IPv4 address sharing strategy?

• The full deployment ended up taking us around a year and 
we learnt a lot.
• Some horror show bugs early on
• The IPv6 internet has some major blackholes (if you have Cogent as 

your transit and don’t take a full table)
• We now have 100% of the network running IPv6 

• We talked a big game around MAP-T last time we spoke 
here
• Yeah, it didn’t happen 

Introduction



• Although we are very proud of our presence within much of London's social 
housing

• Best Consumer ISP of the Year 2020 – ISPA
• World Operator of the Year with Revenues Under €500m – Total Telecoms
• Fastest ISP in UK H1 2020 according to ISP Reviews 6-monthly article on this 

topic. 
• Country’s first 3Gb package recently announced. 
• 5 *’s on Trustpilot

But firstly - who are Community Fibre?

• Despite the name Community Fibre are not….



• We have a /28 v6 block from Ripe. 
• /48’s to our customers
• Each cabinet is given a /36 to serve up to 4k live customers.

• Ripe were OK to increase our block from a /29 to a /28 in 2020. 
• Customer numbers and the size of the network nearly trebled in 2020. 
• We’ll probably need to go back and ask for more IPv6 in 2021 as we plan to 

treble in size again. 

Our Design…

Subnetting…. Yay



• Kea – ISCs newest open source DHCP server.

• Quickly able to test 
• Newbie (us) friendly

• Kea met requirements:
• DHCPv4 server
• DHCPv6 server + PD
• Support for DS-Lite, MAP-T etc
• Static assignments for v4 and v6
• Forensic logging of customer to IP
• Redundancy 
• Flexible REST API
• Super helpful support team and very flexible to put in support 

for our requirements. 

Centralised DHCP via ISCs KEA



Centralised DHCP Design



Teething Problems….



Rollout timeline via APNIC Stats Graph



• CPU / memory exhaustion
• 100% CPU use and resulting memory exhaustion. 
• Kea bug to do with HA
• The graph of server death…..
• This bug has been fixed for a good year now, and we’ve had no 

repeat episodes. 
• This is what you get for being an early adopter!

The First (and Second) Uh Oh



• Around 20% of our PoPs ran a BNG that didn’t 
support DHCPv6 relay.
• Equipment refresh or beg the vendor to release a 

new feature
• Yeah equipment refresh was never going to happen. 
• We got lucky with Huawei eventually building 

support for DHCPv6 relay allowing us to take IPv6 to 
our whole network early this year. 
• This was almost certainly not done for Community Fibre, 

thank you to whichever big ISP pressured them 

Huawei Limited us to 80% for around 9 months….



• Cogent! 
• Upon first testing IPv6 in the lab we could not reach 

Google. 
• Cogent blackhole to Google
• Cake needed?

IPv6 Internet Problems….



• Around 30% of our traffic now running over IPv6
• Expected destinations – Google, Facebook, Akamai, Netflix etc.

Out the other side and into successful IPv6 deployment!



What Happened to MAP-T?!

• Me in 2019… “Let’s use MAP-T, it’s soooo much cheaper than NAT444 or 
other CGN style technologies, and there’s no centralized state – YAY.” 

• CPE issues….

• A slightly greyer me in mid-2020 “maybe DS-Lite? I know its CGN based 
but at least it keeps the idea of treating IPv4aas.”

• CPE issues…

• Me in summer 2020 “**** sake fine, NAT444 it is.”
• The IPv6 deployment reduces load on our CGN devices and therefore 

saves us money.
• CGN enabled for lower 2 packages only. 

• We’re going to have another go at MAP-T in 2021. 



• I read a book about presentations that said always 
make sure the conclusion sums up the key take-
aways for the audience

• Key take-aways

Conclusion


